
ECS 452: Digital Communication Systems 2013/1

HW 3 — Due: Sep 17

Lecturer: Prapun Suksompong, Ph.D.

Instructions

(a) ONE part of a question will be graded (5 pt). Of course, you do not know which part
will be selected; so you should work on all of them.

(b) It is important that you try to solve all problems. (5 pt)

(c) Late submission will be heavily penalized.

(d) Write down all the steps that you have done to obtain your answers. You may not get
full credit even when your answer is correct without showing how you get your answer.

Problem 1. Consider two waveforms s1(t) and s2(t) shown in Figure 3.1. A communication
system uses these two waveforms to transmit each bit of information. To transmit bit 0,
waveform s1(t) is transmitted. To transmit bit 1, waveform s2(t) is transmitted. The channel
is assumed to be additive white Gaussian noise with PSD N0

2
. Bits 0 and 1 are also assumed

to be chosen with equal probability. The detector used at the receiving end is the optimal
detector.

178 Optimum receiver for binary data transmission�
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�Fig. 5.5 (a) Signal set for Example 5.2, (b) orthonormal functions.
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Graphically, the orthonormal basis functions φ1(t) and φ2(t) look as in Figure 5.5(b) and
the signal space is plotted in Figure 5.6. The distance between the two signals can be easily
computed as follows:

d21 =
√

E + E = √2E = √2
√

E. (5.35)

�

In comparing Examples 5.1 and 5.2 we observe that the energy per bit at the transmitter
or sending end is the same in each example. The signals in Example 5.2, however, are closer
together and therefore at the receiving end, in the presence of noise, we would expect more
difficulty in distinguishing which signal was sent. We shall see presently that this is the
case and quantitatively express this increased difficulty.

Example 5.3 This is a generalization of Examples 5.1 and 5.2. It is included princi-
pally to illustrate the geometrical representation of two signals. The signal set is shown

Figure 3.1: Signal set for Question 1

(a) Find the probability of detection error for this system. (You may use the constellation
derived in an earlier assignment.)

(b) Plot P (E) (in log scale) vs. Eb/N0 (in dB). Use MATLAB to compare the theoretical
results and simulation results.
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(c) Draw the block diagram of the receiver that implements optimal detection with matched
filters.

Problem 2. Consider a ternary constellation. Assume that the three vectors are equiprob-
able.

(a) Suppose the three vectors are

s(1) =

(
0
0

)
, s(2) =

(
3
0

)
, and s(3) =

(
3
3

)
Find the corresponding average energy per symbol.

(b) Suppose we can shift the above constellation to other location; that is, suppose that
the three vectors in the constellation are

s(1) =

(
0− a1
0− a2

)
, s(2) =

(
3− a1
0− a2

)
, and s(3) =

(
3− a1
3− a2

)
.

Find a1 and a2 such that corresponding average energy per symbol is minimum.

Problem 3. Consider four rectangular 24-ary schemes.

(a) 1× 24 constellation

(b) 2× 12 constellation

(c) 3× 8 constellation

(d) 4× 6 constellation

Each scheme are derived from the waveform models whose noise process is additive white
Gaussian noise with PSD N0/2. All points are equally likely to be transmitted. Each
constellation is centered at the origin (so that the average Es is minimized.) Let d be the
vertical distances and horizontal distances between any adjacent points. Optimal detection
is used.

The probability of error for each of the constellation is of the form

P (E) = Aq + Bq2

where

q = Q

(√
C × Eb

N0

)
.

(i) Find the constants A,B, and C for each of the cases.

(ii) Compare the performance of these four schemes.

(iii) Compare the theoretical results with MATLAB simulations.
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Standard 1x24-QAM: theoretical

Standard 2x12-QAM: theoretical

Standard 3x8-QAM: theoretical

Standard 4x6-QAM: theoretical

Standard 1x24-QAM: simulation

Standard 2x12-QAM: simulation

Standard 3x8-QAM: simulation

Standard 4x6-QAM: simulation
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ECS 452: Digital Communication Systems 2013/1

HW 4 — Due: Oct 4

Lecturer: Prapun Suksompong, Ph.D.

Instructions

(a) ONE part of a question will be graded (5 pt). Of course, you do not know which part
will be selected; so you should work on all of them.

(b) It is important that you try to solve all problems. (5 pt)

(c) Late submission will be heavily penalized.

(d) Write down all the steps that you have done to obtain your answers. You may not get
full credit even when your answer is correct without showing how you get your answer.

Problem 1. Consider random variables X and Y whose joint pmf is given by

pX,Y (x, y) =

{
c (x+ y) , x ∈ {1, 3} and y ∈ {2, 4} ,
0, otherwise.

Evaluate the following quantities.

(a) H(X, Y )

(b) H(X)

(c) H(Y )

(d) H(X|Y )

(e) H(Y |X)

(f) I(X;Y )

Problem 2. Consider a pair of random variables X and Y whose joint pmf is given by

pX,Y (x, y) =


1/15, x = 3, y = 1,
2/15, x = 4, y = 1,
4/15, x = 3, y = 3,
β, x = 4, y = 3,
0, otherwise.

Evaluate the following quantities.

4-1



ECS 452 HW 4 — Due: Oct 4 2013/1

(a) H(X, Y )

(b) H(X)

(c) H(Y )

(d) H(X|Y )

(e) H(Y |X)

(f) I(X;Y )

Problem 3. Compute the capacities of each of the communication channels whose transition
probability matrices are specified below.

(a)

Q =

[
1/3 2/3
2/3 1/3

]
(b)

Q =

 0 1/5 4/5 0 0
2/3 0 0 1/3 0
0 0 0 0 1.


(c)

Q =

[
1/3 2/3 0
0 2/3 1/3.

]
(d)

Q =

[
1/3 2/3
1/3 2/3

]
Problem 4 (Blahut-Arimoto algorithm).

(a) Create a MATLAB function capacity which calculates the capacity C = maxp I(p,Q)
and the corresponding capacity-achieving input pmf p∗ using Blahut-Arimoto algo-
rithm.

The function takes two inputs: (1) the channel transition probability matrix Q(y|x)
and (2) the initial guess of the pmf p0(x).

Define a sequence pr(x), r = 0, 1, . . . according to the following iterative prescription

pr+1 (x) =
pr (x) cr (x)∑
x

pr (x) cr (x)
,
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where

log cr (x) =
∑
y

Q (y |x) log
Q (y |x)

qr (y)
(4.1)

and
qr (y) =

∑
x

pr (x)Q (y |x).

After several iterations, the pmf pr(x) will converge to the capacity-achieving one. In
fact,

log

(∑
x

pr (x) cr (x)

)
≤ C ≤ log

(
max

x
cr (x)

)
. (4.2)

So, we can use (4.2) to control the accuracy of our results.

(b) Check your answers in Problem 3 using the Blahut-Arimoto algorithm.

4-3



Problem 1: H and I
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Problem 2: H and I
Wednesday, October 02, 2013 10:19 AM
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Problem 3: C
Wednesday, October 02, 2013 10:51 AM
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HW 5 — Due: Not Due

Lecturer: Prapun Suksompong, Ph.D.

Instructions

(a) Have fun!

Problem 1. Consider a standard rectangular 8-ary constellation shown in Figure 1. As
usual, it is derived from the waveform models whose noise process is additive white Gaussian
noise (AWGN) with PSD N0

2
= 3. The constellation is centered at the origin (so that the

average Es is minimized.) The vertical distances and horizontal distances between any
adjacent points are all d = 1. Minimum-distance detector is used.

(a) Find the (1,2) element in the Q matrix. (This is the probability that the detector
output is Ŵ = 2 given that the actual intended message is W = 1.)

(b) Find the (3,5) element in the Q matrix.

(c) Find the value of Eb

N0
for this constellation under the above description of noise. Assume

equiprobable messages.

1

 1 t

 2 t

 1
s

 2
s

 3
s

 5
s

Figure 5.1: Constellations for Problem 1.

Problem 2. Often, we have to work with constellation that is difficult to derive the Q
matrix (because the integrations involved are difficult. It’s best to try to reduce the number
of calculations that are needed.
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In class, we have seen that, for QPSK, even though there are 42 = 16 possible elements
in the matrix Q, we only have to identify three elements in there. Here, consider the con-
stellations in Figure 5.2.i and Figure 5.2.ii. Let’s suppose that you have already calculated
some elements of their Q matrices to be

Q =

 0.30
 and Q =


0.41 0.29

0.33

 ,

respectively.

1
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(i) (ii)

Figure 5.2: Constellations for Problem 2.

(a) Find the values of the rest of the elements. Assume minimum-distance (maximum-
likelihood) decoder and AWGN channel.

(b) Find the (overall average) probability of (detection) error for each constellation. As-
sume that the points are equally likely.

Problem 3. Consider the vector channel derived from waveform channels under AWGN
with PSD N0

2
. We consider two digital modulation: BPSK and QPSK. The detector at the

receiver uses minimum-distance detection.

(a) Derive the formula and then plot the capacity of BPSK as a function of Eb

N0
.

(b) Derive the formula and then plot the capacity of QPSK as a function of Eb

N0
.

Problem 4. A linear block code has a generator matrix

G =

[
1 0 0 0 1 0
0 1 1 1 0 1

]
.
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(a) List all codewords for this code.

(b) Determine a suitable parity check matrix H.

(c) Check that GHT = 0

(d) Find the minimum distance of this code.

Problem 5. A Hamming code has the parity check matrix given by

H =

 1 0 0 0 1 1 1
0 1 0 1 0 1 1
0 0 1 1 1 0 1

 .

(a) What is the number of parity bits used in this code?

(b) Find the corresponding generator matrix.

(c) The following information bits are to be encoded using the Hamming code above:

001110111010

(i) How should the bits be split into blocks? In particular, what is the length of each
block and how many blocks are used?

(ii) Find the corresponding codewords

(d) Some more information bits were generated. They were encoded using the Hamming
code above. Suppose the received bits are

101101110000010100001

(i) How should the received bits be split into blocks (received vectors)? In particular,
what is the length of each block and how many blocks are there?

(ii) Locate and correct all errors.
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